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1. Derivadas Parciales

Si f(x1,29, -, x,) = f(x) es una funcion de n variables, la derivada paracial de f respecto a
la j-ésima variable z; en el punto (a1, as,---,a,) = (a) se define como
af f(ah'"aaj_'_ha"'aan)_f(alv"'aa'ja"'aan)
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es decir, es la derivada estandar con respecto a la variable x; suponiendo el resto de variables
constantes. Fijese en las dos notaciones que se pueden utilizar. En el caso particular de s6lo dos
variables f (z1,z3), se suele emplear la notacion z = f (z,y), por lo que las dos derivadas parciales
seran
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Al igual que en las derivadas de funciones de una variable, aplicando la definicién a todos los
puntos del dominio de definicién, obtenemos las funciones derivadas parciales.

Si construimos el vector de orden n (o matriz columna R"*!) con las derivadas parciales,
obtenemos el gradiente de la funcion:
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El vector gradiente de f evaluado en un punto genérico x = a = (ay, ag, -, a,) del dominio de f,

indica la direccion en la cual el campo f varia méas rapidamente y su médulo representa el ritmo
de variacion de f en la direccion de dicho vector gradiente.



(X))

Figura 1: Funcion f (z,y) = — (cos® x + cos? y)2. Sobre el plano horizontal se muestra el campo de
vectores gradiente.

Dada una funciéon de varias variables, se define las curvas de nivel o isolineas o contorno a
las curvas obtenidas al hacer igualar la funciéon a una constante. Es decir, en las curvas de nivel
el valor de la funcién es constante, y por tanto el vector gradiente es tangente a dichas lineas. Se
calculan haciendo

f(z1, 29, -+, 2,) =k,

siendo k una constante.

Para el caso particular de funciones de s6lo dos variables, podemos representarlas por medio
de un grafico en tridimensional usando 3 ejes coordenados X — Y — Z. En el plano horizontal
X — Y representamos las variables independientes x e y, y el valor de la funcion z = f (z,y) lo
reprentamos como la altura en el eje Z. En las figuras 1 y 2 se muestran dos ejemplos.

Si aplicamos sucesivamente la definiciéon de derivadas parciales, obtenemos las derivadas de
orden superior. Asi, en el caso de dos variables, tenemos 4 derivadas parciales de orden 2:

_&f 0*f _ 0*f 0% f

B =om I =omy = =g

A las derivadas f, y fye se las denomina derivadas cruzadas. De igual modo obtendriamos las 8
Pf Bf
a2 f zxy — A . A 0 €
ox3 0x0xdy
El teorema de Clariaut o de Schwarz dice que si existen las derivadas cruzadas y éstas son

continuas, entonces son iguales. Es decir, en el caso de dos variables
*f _ f
oxdy  Oyox’

Si las derivadas segundas se colocan formando una matriz cuadrada de orden n, siendo n el ntimero
de variables, obtenemos la matriz Hessiana:

derivadas terceras f,.. = te.

82
Hf(X)..: f

i~ Oz,0z,

(x).
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Figura 2: Funciéon de dos variables representada como una superficie tridimensional. A la derecha
se muestra el grafico de isolineas o curvas de nivel.

Por el teorema de Schwarz, la matrix Hessiana (o Hessiano) serd un matriz simétrica.
Para el caso de un funcion de dos variables z = f (z,y), definimos su diferencial total como

donde dx y dy son incrementos arbitrarios de las variables independientes. Sirve para aproximar
el incremento de la funcién cuando incrementamos las variables independientes una cantidades
finitas Az y Ay. Asi aproximamos el incremento de la funcién como

0z 0z
Nz~ —NAr+ —Ay.
ox dy Y
De forma similar al diferencial total, con las derivadas parciales podemos aproximar una funcion
mediante su plano tangente (Fig. 3). Sea una funcion de dos variables z = f (z,y). Entonces su
plano tangente en el punto (zg,yo) es

0 0
z = f(xo,%) + (’9_£ (20, Yo) (x — x0) + 6_3]; (z0,%0) (¥ — vo) -

Si a su vez x e y son funciones de otra tercera variable ¢, aplicando la regla de la cadena
obtenemos la derivada total. Es decir si z = f (t,z (¢),y (t)) se obtiene el diferencial dz = g—{dt +
0

%dw + a—zdy y dividiendo por dt tenemos

ds 0y ofdr 0fdy
dt ot Oxdt Oydt
Las derivadas parciales nos pueden servir para calcular las derivadas ordinarias de un afuncion

dada en forma implicita. Asi, supongamos que nos dan una relacién implicita entre dos variables
de la siguiente forma: g (z,y) = 0. Supongamos que queremos calcular la derivada de la funcion
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Figura 3: Plano tangente a un paraboloide.

y con respecto a x. Suponiendo entonces g (x,y (z)) = 0. Entonces la derivada buscada se puede
calcular como

dg
@__&
T 0g
dx o

En particular, podemos obtener la pendiente a las curvas de nivel. Asi sea una funcion f (z,y) de
dos variables y sus lineas de contorno o isolineas definidas de la forma usual

{(z,9)|f (2,y) = cte}

Aplicando la regla de derivacion de la funciéon implicita, podemos obtener las pendientes de las

isolineas:

floy) =ctes = Jo

de — f,
Si una funcién f es tal que
flex,ey) = cf (w,y),

diremos que es homogénea de grado D. El nimero D se le denomina grado de homogeneidad. Estas
funciones modelizan el concepto de economias de escala.
2. Extremos Relativos

Dada una funcion f de varias variables (x1, 2, - - -, x,,) definida en un dominio D C R", diremos
que tiene un mdzimo relativo en a = (ay,as, -+, a,) € D si

f(x) < f(a) ¥xeD.
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Figura 4: Extremos relativos y absolutos para una funciéon de dos variables (izquierda) y punto de
silla (derecha).

De igual modo, la funcon f tendra en el punto b = (by, b, -+, b,) € D un minimo relativo o local
si

f(x)>f(b) VxeD.

Al conjunto de todos los valores que toma la funcién se denomina rango o imagen.

Una funcién f es continua si no tiene “agujeros” en su superficie. La definicién rigurosa se da
al final del capitulo.

Un conjunto cerrado en un espacio de varias dimensiones es aquel que contiene a su frontera.
Asi, por ejemplo, en un espacio de dos dimensiones podemos definir los puntos del circulo unidad
como D = {(x,y) € R?/z* + y? < 1}. Como vemos, es cerrado por que se incluye la circunferncia
dentro del conjunto. Un conjunto abierto es aquel que no contiene a su frontera. Asi, el conjunto
D' = {(x,y) € R*/z* + y? < 1} es abierto porque no contiene la circunferencia unidad, su frontera.

El teorema de los wvalores extremos o de Weierstrass nos dice que una funciéon continua en un
conjunto cerrado y acotado alcanza sus valores maximo y minimo en puntos del conjunto.

Un punto a = (ay, ag, - - -, a,) es un punto critico o estacionario de f si en dicho punto se anulan

todas las derivadas parciales: —— (a) = 0,Vi = 1,---,n. Un punto de silla o punto de ensilladura

ox

es el punto sobre una superficie en el que la pendiente es cero pero no se trata de un extremo local
(méaximo o minimo), ver Fig. 4. Es el punto sobre una superficie en el que la elevacion es maxima
en una direccién y minima en la direccion perpendicular. El nombre proviene del parecido con una
silla de montar de las superficies en torno a un punto de silla. Dicho de otro modo, un punto de
silla es un punto critico que no es ni maximo ni minimo local.

Una condicién necesaria para que exista un extremo relativo en el punto a = (a1, as, - - -, a,) €s
que dicho punto sea critico.

Dado un punto critico en a de la funciéon f, calculamos la matriz Hessiana Hy (a) en dicho
punto. Analizando cémo es esa matriz, podemos estudiar si nos encontramos ante un maximo, un
minimo o un punto de silla. En el caso general utilizamos el concepto de matriz definida positiva
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(ver al final del temario). Para el caso particular de dos variables, calculamos el determinante del
Hessiano como |Hy (a)| = fufyy — (f2y)°. Entonces

1. Si foufyy — (fggy)2 < 0, f tiene un punto de silla en a.
2. Si foafyy — (fay)? >0y far <0, entonces f tiene un méximo relativo en a.

3. Si faafyy — (fa:y)2 >0y fzr >0, entonces f tiene un minimo relativo en a.

Si el determinante del Hessiano es 0, no podemos concluir nada.

Una buena herramienta on-line para el pintado de funciones de dos variables es: https://academo.org/demos
surface-plotter/

Y para pintar contornos o isolineas: https://academo.org/demos/contour-plot/

3. Abplicaciéon de las Derivadas Parciales a las Ciencias Eco-
némicas

El concepto de funcion marginal se utiliza del mismo modo que en funciones de una variable.
Asi, por ejemplo, dada una funcién de produccion

Y = F(K,L)

que nos da las cantidades producidas Y de un determinado bien en funcién del capital empleado
K y del trabajo o mano de obra L, podemos definir la productividad marginal del capital como

oF
oK
y la productividad marginal del trabajo como

OF

3L
Usando el concepto de diferencial total, las productividad marginal del capital nos dan el incre-
mento aproximado de produccién cuando se incrementa en una unidad el capital, manteniendo
constante la mano de obra. Del mismo modo para la productividad marginal del trabajo.

Las curvas de nivel de una funciéon de produccién se denominan isocuantas.

Las derivadas parciales también se aplican para el estudio de la demanda de productos inter-
elacionados. Asi, supongamos que se la demanda de las cantidades de dos productos A y B se
modelizan del siguiente modo:

Qa = Qa(pa,ps) }
Qp = QB (pa,pB)

es decir, las cantidades demandadas de los productos Q4 v Qg dependen simultaneamente de los
precios de ambos ps y pp. Para estudiar la relaciéon entre precio y cantidades demandadas, se
utiliza la funcion elasticidad. La elasticidad para el producto A se calcula del siguiente modo:

B, = P4 0Qa

N Qa apA.
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Del mismo modo se define la elasticidad del producto B. La elasticidad cruzada de la demanda o
elasticidad precio cruzada de la demanda mide la respuesta de la demanda para un bien al cambio
en el precio de otro bien. Asi, la elasticidad cruzada de A respecto a B seria

Por ejemplo, si, en respuesta a un incremento del 10 % en el precio de la gasolina, la demanda de
coches nuevos que no son eficientes en términos de consumo de gasolina decreciera en un 20 %, la
elasticidad cruzada de la demanda seria —20/10 = —2. La elasticidad cruzada negativa denota que
dos productos son complementarios, mientras que una elasticidad cruzada positiva denota que son
dos productos sustitutivos.

Para poder estudiar las preferencias individuales de los consumidores ante varios bienes si-
multaneos, se definen las llamadas funciones de utilidad U (z,y). Esta funcién asigna un valor de
preferencia a las cantidades de dos bienes A y B. De esta forma se puede establecer una jerar-
quia de preferencias. Por ejemplo, si A son manzanas y B son peras, y asignamos U (1,3) = 1y
U (3,1) = 3, quiere decir que para este consumidor prefiere 3 manzanas y una pera a tener una
manzana y 3 peras, aunque en ambos casos el nimero de articulos totales es el mismo. Los valores
de las funciones utilidad no son monetarios y no tienen sentido compararlos entre consumidores
diferentes. Las isolineas de una funcién de utilidad representa aquella combinacion de articulos que
satisfacen de igual forma al consumidor. Por ello se les denomina curvas de indiferencia.

4. Extension de Temario

Sea f : R™ — R. Entonces se dice que el limite de f cuando x se aproxima al punto a es [ si
para todo € > 0 existe § > 0 tal que si 0 < d (x,a) < d, entonces |f (x) — | < e.

Sea f : R" — R. Entonces se dice que f es continua en a si para todo € > 0 existe > 0 tal
que si 0 < d(x,a) < ¢, entonces |f (x) — f (a)] <e.

De forma equivalente, podemos decir que si f es continua en a, entonces limy ., f (x) = f (a).

La funciéon distancia d en las definiciones anteriores puede ser de varios tipos. Tipicamente se

utiliza la distancia euclidea o norma 2: d (x,y) = \/2?:1 (z; — ;).

Se define el limite direccional o segin una direccién si nos aproximamos al punto a segin
una direccion determinada. Para un caso de n variables, se define la direcciéon con las pendientes
(A1, -+, An). Entonces, el limite segin esa direccion se calcula como

h’mf(a1+)\1h,~~~,an+)\nh).
h—0

Si el limite existe, debe ser igual a los limites direccionales.

Una matrix A € R" es definida positiva si para todo vector x € R™ ! no nulo z'Axz > 0.
Si 2'Az < 0, la matriz es definida positiva. Si z'Ax > 0 la matriz es semidefinida positiva. Si
' Az < 0 la matriz A es semidefinida negativa. Una matriz que no es ni semidefinida positiva, no
semidefinida negativa, es indefinida.

Dado un punto critico en a de la funciéon f, calculamos la matriz Hessiana H (a) en dicho
punto. Entonces
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1. Si Hf (a) es definida positiva, entonces f tiene minimo en a.
2. Si Hy (a) es definida negativa, entonces f tiene maximo en a.
3. Si Hy (a) es indefinida, entonces f tiene un punto de silla en a.

En el primer apartado de este documento se ha introducido las derivadas parciales de una funcion,
es decir, el concepto de derivabilidad. Para funciones de varias variables existe un concepto mas
complejo denominado diferenciabilidad. La funcion f : R™ — R es diferenciable en el punto a si
exiten todas las derivadas parciales en a y ademas se cumple

LS~ (@) - T (@) ()

x—a d(x,a)

=0.

Toda funcién diferenciable es continua y derivable. Pero existen funciones continuas no diferencia-
bles. Existen incluso funciones derivables no diferenciables. Ademas, existen funciones derivables
no continuas.

Dada la funcion implicita F'(x,y) = 0, no siempre existe la funcién y = f (z) que explicita la
y. Para ello se utiliza el teorema de existencia de la funciéon implicita. Dice asi: Sea D una region
del plano en la cual esta definida la funcion F'(x,y) v sea (zg,yo) un punto de dicha region. Si se
verifica

1. F(xo,yo) =0.

2. 28 v OF son continuas en D.
ox oy

3. %—5 no se anula en (xg, y).
Entonces existe un entorno de z en el cual existe y = f (x) y se cumplen lo siguiente:

1. Yo = f ([Eo)
2. Flz, f(x)] =0.

dy OF /O0F
3 &= ol oy
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